
Reading list of Performance Analysis, Speculative Execution

Limits of Parallelism

[LoP1] G.S. Tjaden and M.J. Flynn. Detection and parallel execution of independent instructions.
IEEE Transactions on Computers, C-19(10):889–895, 1970.

[LoP2] E. M. Riseman and C. C. Foster. The inhibition of potential parallelism by conditional jumps.
IEEE Transactions on Computers, C-21(12):1405–1411, 1972.

[LoP3] A. Nicolau and J. A. Fisher. Measuring the parallelism available for very long instruction word
architectures. IEEE Transactions on Computers, C-33(11):968–976, 1984.

[LoP4] D. E. Culler and G. K. Maa. Assessing the benefits of fine-grain parallelism in dataflow
programs. In Proceedings of the 1988 ACM/IEEE Conference on Supercomputing, pages 60–
69, Orlando, FL, 1988.

[LoP5] N. Jouppi and D. Wall. Available instruction-level parallelism for superscalar and super-
pipelined machines. In Proceedings of the Third International Conference on Architectural
Support for Programming Languages and Operating Systems, pages 272–282, Boston, MA,
April 1989.

[LoP6] M. D. Smith, M. Johnson, and M. A. Horowitz. Limits on multiple instruction issue. In
Proceedings of the Third International Conference on Architectural Support for Programming
Languages and Operating Systems, pages 290–302, Boston, MA, 1989.

[LoP7] D. W. Wall. Limits of instruction-level parallelism. In Proceedings of the Fourth International
Conference on Architectural Support for Programming Languages and Operating Systems, pages
176–188, Santa Clara, CA, July 1991.

[LoP8] J. Larus. Estimating the Potential Parallelism in Programs. In Proceedings of the Fourth
Workshop on Languages and Compilers for Parallel Computing, pages 331–349, 1991.

[LoP9] M. S. Lam and R. P. Wilson. Limits of control flow on parallelism. In Proceedings of the
19th Annual International Symposium on Computer Architecture, pages 46–57, Queensland,
Australia, 1992.

[LoP10] K. B. Theobald, G. R. Gao, and L. J. Hendren. On the limits of program parallelism and its
smoothability. In Proceedings of the 25th Annual International Symposium on Microarchitec-
ture, pages 10–19, Portland, OR, 1992.

[LoP11] J. T. Oplinger, D. L. Heine, and M. S. Lam. In search of speculative thread-level parallelism. In
Proceedings of the International Conference on Parallel Architectures and Compilation Tech-
niques, pages 303–313, Newport Beach, CA, October 1999.

[LoP12] D. Stefanovic and M. Martonosi. Limits and graph structure of available instruction-level
parallelism (research note). In Proceedings of the 6th International Euro-Par Conference on
Parallel Processing, pages 1018–1022, Munich, Germany, August, 2000.

[LoP13] B. Kreaseck, D. Tullsen and B. Calder. Limits of task-based parallelism in irregular appli-
cations. Proceedings of the International Symposium on High Performance Computing, pages
43–58, October, 2000.

[LoP14] K. Scott and J. Davidson. Exploring the limits of sub-word level parallelism. In Proceedings
of the Ninth International Conference on Parallel Architectures and Compilation Techniques,
page 81–91, Philadelphia, PA, October, 2000.
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[LoP15] F. Warg and P. Stenström. Limits on speculative module-level parallelism in imperative and
object-oriented programs on cmp platforms. In Proceedings of the International Conference on
Parallel Architectures and Compilation Techniques, pages 221–230, 2001.

[LoP16] A. Kejariwal, X. Tian, M. Girkar, S. Kozhukhov, H. Saito, U. Banerjee, A. Nicolau, A. V.
Veidenbaum, and C. D. Polychronopoulos. On the performance potential of different types of
speculative thread-level parallelism. In Proceedings of the 20th ACM International Conference
on Supercomputing, Cairns, Australia, 2006.

Exploiting ILP in Presence of Conditionals

Code Motion

[CM1] C. C. Foster and E. M. Riseman. Percolation of code to enhance parallel dispatching and
execution. IEEE Transactions on Computers, C-21(12):1411–1415, 1972.

[CM2] J. A. Fisher. Trace Scheduling: A technique for global microcode compaction. IEEE Transac-
tions on Computers, C-30(7):478–490, 1981.

[CM3] B. Su, S. Ding, and J. Xia. An improvement of trace scheduling for global microcode com-
paction. In Proceedings of the 17th Workshop on Microprogramming, New Orleans, LA, October
1984.

[CM4] A. Nicolau. Percolation scheduling. In Proceedings of the 1985 International Conference on
Parallel Processing, August 1985.

[CM5] A. Aiken and A. Nicolau. Perfect pipelining: A new loop parallelization technique. Technical
Report 87-869, Department of Computer Science, Cornell University, 1987.

[CM6] P. P. Chang and W. W. Hwu. Trace selection for compiling large C application programs
to microcode. In Proceedings of the 21st Workshop on Microprogramming, pages 21–29, San
Diego, CA, 1988.

[CM7] J. A. Fisher. Global code generation for instruction-level parallelism: Trace Scheduling-2.
Technical Report HPL-93-43, Hewlett Packard Laboratories, 1993.

[CM8] W. M. W. Hwu, S. A. Mahlke, W. Y. Chen, P. P. Chang, N. J. Warter, R. A. Bringmann,
R. G. Ouellette, R. E. Hank, T. Kiyohara, G. E. Haab, J. G. Holm, and D. M. Lavery. The
superblock: An effective technique for VLIW and superscalar compilation. The Journal of
Supercomputing, 7(1-2):229–248, 1993.

[CM9] D. I. August. Hyperblock performance optimizations for ILP processors. Master’s thesis,
Department of Computer Science, University of Illinois at Urbana-Champaign, 1996.

[CM10] Q. Jacobson and J. E. Smith. Trace preconstruction. In Proceedings of the 27th International
Symposium on Computer Architecture, pages 37–46, Vancouver, BC, Canada, 2000.

Branch Prediction

[BP1] A. Liles Jr. and B. Wilner. Branch prediction mechanism. IBM Technical Disclosure Bulletin,
22(7):3013–3016, 1979.
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[BP2] J. E. Smith. A study of branch prediction strategies. In Proceedings of the Eighth International
Symposium on Computer Architecture, pages 135–148, May 1981.

[BP3] J. Losq. Generalized history table for branch prediction. IBM Technical Disclosure Bulletin,
25(1):99–101, 1982.

[BP4] J. Lee and A. J. Smith. Branch prediction strategies and branch target buffer design. IEEE
Computer, 17(1):6–22, 1984.

[BP5] S. McFarling and J. Hennesey. Reducing the cost of branches. In Proceedings of the 13th
International Symposium on Computer Architecture, pages 396–403, Tokyo, Japan, 1986.

[BP6] T.-Y. Yeh and Y. N. Patt. Two-level adaptive training branch prediction. In Proceedings of the
24th International Symposium of Microarchitecture, pages 51–61, Albuquerque, NM, 1991.

[BP7] J. A. Fisher and S. M. Freudenberger. Predicting conditional branch directions from previous
runs of a program. In Proceedings of the Fifth International Conference on Architectural Support
for Programming Languages and Operating Systems, pages 85–95, Boston, MA, 1992.

[BP8] T.-Y. Yeh and Y. N. Patt. Alternative implementations of two-level adaptive branch prediction.
In Proceedings of the 19th International Symposium on Computer Architecture, pages 124–134,
Queensland, Australia, 1992.

[BP9] S.-T. Pan, K. So, and J. T. Rahmeh. Improving the accuracy of dynamic branch prediction
using branch correlation. In Proceedings of the Fifth International Conference on Architectural
Support for Programming Languages and Operating Systems (ASPLOS-V), pages 76–84, Boston,
MA, 1992.

[BP10] S. McFarling. Combining Branch Predictors. Technical Report TN-36, Western Research Labs,
June 1993.

[BP11] T. Ball and J. Larus. Branch prediction for free. In Proceedings of the SIGPLAN ’93 Conference
on Programming Language Design and Implementation, pages 300–313, Albuquerque, NM, June
1993.

[BP12] P.-Y. Chang, E. Hao, T.-Y. Yeh, and Y. N. Patt. Branch classification: A new mechanism for
improving branch predictor performance. In Proceedings of the 27th International Symposium
of Microarchitecture, pages 22–31, San Jose, CA, 1994.

[BP13] B. Calder and D. Grunwald. Fast and accurate instruction fetch and branch prediction. In
Proceedings of the 21th International Symposium on Computer Architecture, pages 2–11, 1994.

[BP14] M. Schlansker, V. Kathail, and S. Anik. Height reduction of control recurrences for ILP pro-
cessors. In Proceedings of the 27th International Symposium of Microarchitecture, pages 40–51,
San Jose, CA, 1994.

[BP15] C. Young and M. D. Smith. Improving the accuracy of static branch prediction using branch
correlation. SIGPLAN Notices, 29(11):232–241, 1994.

[BP16] P.-Y. Chang, E. Hao, and Y. N. Patt. Alternative implementations of hybrid branch predictors.
In Proceedings of the 28th International Symposium of Microarchitecture, pages 252–257, Ann
Arbor, MI, 1995.
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[BP17] P. P. Chang and U. Banerjee. Profile-guided multi-heuristic branch prediction. In Proceedings
of the International Conference on Parallel Processing, pages 215–218, Urbana-Champain, IL,
August 1995.

[BP18] C. Young, N. Gloy, and M. D. Smith. A comparative analysis of schemes for correlated branch
prediction. In Proceedings of the 22nd International Symposium on Computer Architecture,
pages 276–286, S. Margherita Ligure, Italy, 1995.

[BP19] N. Gloy, M. D. Smith, and C. Young. Performance issues in correlated branch prediction
schemes. In Proceedings of the 28th International Symposium of Microarchitecture, pages 3–14,
Ann Arbor, MI, 1995.

[BP20] A. Seznec, S. Jourdan, P. Sainrat, and P. Michaud. Multiple-block ahead branch predictors. In
Proceedings of the Seventh International Conference on Architectural Support for Programming
Languages and Operating Systems (ASPLOS-VII), pages 116–127, 1996.

[BP21] S. A. Mahlke, R. E. Hank, J. E. McCormick, D. I. August, and W.-M. W. Hwu. A comparison
of full and partial predicated execution support for ILP processors. In Proceedings of the 22nd
International Symposium on Computer Architecture, pages 138–150, S. Margherita Ligure, Italy,
1995.

[BP22] M. Evers, P.-Y. Chang, and Y. N. Patt. Using hybrid branch predictors to improve branch
prediction accuracy in the presence of context switches. In Proceedings of the 23th International
Symposium on Computer Architecture, pages 3–11, Philadelphia, PA, 1996.

[BP23] E. Jacobsen, E. Rotenberg, and J. E. Smith. Assigning confidence to conditional branch pre-
dictions. In Proceedings of the 29th International Symposium of Microarchitecture MICRO-29,
pages 142–152, Paris, France, 1996.

[BP24] S. A. Mahlke and B. Natarajan. Compiler synthesized dynamic branch prediction. In Proceedings
of the 29th International Symposium of Microarchitecture, pages 153–164, Paris, France, 1996.

[BP25] S. Wallace and N. Bagherzadeh. Multiple branch and block prediction. pages 94–105, San
Antonio, TX, February 1997.

[BP26] C.-C. Lee, I-C. K. Chen, and T. N. Mudge. The bi-mode branch predictor. In Proceedings of
the 30th International Symposium of Microarchitecture, pages 4–13, December 1997.

[BP27] P. Michaud, A. Seznec, and R. Uhlig. Trading conflict and capacity aliasing in conditional branch
predictors. In Proceedings of the 24th International Symposium on Computer Architecture, pages
292–303, 1997.

[BP28] E. Sprangle, R. S. Chappell, M. Alsup, and Y. N. Patt. The agree predictor: A mechanism
for reducing negative branch history interference. SIGARCH Computer Architecture News,
25(2):284–291, 1997.

[BP29] Q. Jacobson, E. Rotenberg, and J. E. Smith. Path-based next trace prediction. In Proceedings
of the 30th International Symposium of Microarchitecture, pages 14–23, 1997.

[BP30] M.-D. Tarlescu, K. B. Theobald, and G. R. Gao. Elastic history buffer: A low-cost method to
improve branch prediction accuracy. In Proceedings of the 1997 International Conference on
Computer Design, pages 82–87, Austin, TX, October 1997.

[BP31] B. Fagin. Partial resolution in branch target buffers. IEEE Transactions on Computers,
46(10):1142–1145, 1997.
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[BP32] D. I. August, D. A. Connors, J. C. Gyllenhaal, and W. m. W. Hwu. Architectural support
for compiler-synthesized dynamic branch prediction strategies: Rationale and initial results. In
Proceedings of the 3rd IEEE Symposium on High-Performance Computer Architecture, page 84,
1997.

[BP33] K. Driesen and U. Hölzle. The cascaded predictor: economical and adaptive branch target
prediction. In Proceedings of the 31st Annual ACM/IEEE International Symposium on Mi-
croarchitecture, pages 249–258, Dallas, TX, 1998.

[BP34] S. Reches and S. Weiss. Implementation and analysis of path history in dynamic branch pre-
diction schemes. IEEE Transactions on Computers, 47(8):907–912, 1998.

[BP35] A. N. Eden and T. Mudge. The yags branch prediction scheme. In Proceedings of the 31st
Annual ACM/IEEE International Symposium on Microarchitecture, pages 69–77, 1998.

[BP36] J. Stark, M. Evers, and Y. N. Patt. Variable length path branch prediction. In Proceedings of
the Eighth International Conference on Architectural Support for Programming Languages and
Operating Systems (ASPLOS-VIII), pages 170–179, 1998.

[BP37] A. Farcy, O. Temam, R. Espasa, and T. Juan. Dataflow analysis of branch mispredictions
and its application to early resolution of branch outcomes. In Proceedings of the 31st Annual
ACM/IEEE International Symposium on Microarchitecture, pages 59–68, 1998.

[BP38] T. Juan, S. Sanjeevan, and J. J. Navarro. Dynamic history-length fitting: a third level of adap-
tivity for branch prediction. In Proceedings of the 25th International Symposium on Computer
Architecture, pages 155–166, 1998.

[BP39] M. Evers, S. J. Patel, R. S. Chappell, and Y. N. Patt. An analysis of correlation and predictabil-
ity: what makes two-level branch predictors work. In Proceedings of the 25th International
Symposium on Computer Architecture, pages 52–61, 1998.

[BP40] K. Skadron, P. S. Ahuja, M. Martonosi, and D. W. Clark. Improving prediction for proce-
dure returns with return-address-stack repair mechanisms. In Proceedings of the 31st Annual
ACM/IEEE International Symposium on Microarchitecture, pages 259–271, Dallas, TX, 1998.

[BP41] Y. Chou, J. Fung, and J. P. Shen. Reducing branch misprediction penalties via dynamic control
independence detection. In Proceedings of the 13th ACM International Conference on Super-
computing, pages 109–118, Rhodes, Greece, 1999.

[BP42] C.-M. Chen and C.-T. King. Walk-time address adjustment for improving the accuracy of
dynamic branch prediction. IEEE Transactions on Computers, 48(5):457–469, 1999.

[BP43] T. H. Heil, Z. Smith, and J. E. Smith. Improving branch predictors by correlating on data values.
In Proceedings of the 32nd Annual ACM/IEEE International Symposium on Microarchitecture,
pages 28–37, 1999.

[BP44] S. Mantripragada and A. Nicolau. Using profiling to reduce branch misprediction costs on
a dynamically scheduled processor. In Proceedings of the 14th International Conference on
Supercomputing, pages 206–214, Santa Fe, NM, 2000.

[BP45] R. Rakvic, B. Black, and J. P. Shen. Completion time multiple branch prediction for enhancing
trace cache performance. In Proceedings of the 27th International Symposium on Computer
Architecture, pages 47–58, 2000.
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[BP46] Q. Jacobson and J. E. Smith. Trace preconstruction. In Proceedings of the 27th International
Symposium on Computer Architecture, pages 37–46, 2000.

[BP47] D. Jimenez, H. Hanson, and C. Lin. Boolean formula-based branch prediction for future tech-
nologies. In Proceedings of the International Conference on Parallel Architectures and Compi-
lation Techniques, pages 97–106, 2001.

[BP48] D. A. Jiménez and C. Lin. Dynamic branch prediction with perceptrons. In Proceedings of the
Seventh International Symposium on High-Performance Computer Architecture, pages 197–206,
Nuevo Leone, Mexico, January 2001.

[BP49] C. Zilles and G. Sohi. Execution-based prediction using speculative slices. In Proceedings of the
28th International Symposium on Computer Architecture, pages 2–13, Göteborg, Sweden, 2001.

[BP50] A. Ramirez, J. L. Larriba-Pey, and M. Valero. Branch prediction using profile data. In Pro-
ceedings of the International Euro-Par Conference, pages 386–393, Manchester, UK, August
2001.

[BP51] D. A. Jiménez and C. Lin. Neural methods for dynamic branch prediction. ACM Transactions
on Computer Systems, 20(4):369–397, 2002.

[BP52] T. Li, L. K. John, A. Sivasubramaniam, N. Vijaykrishnan, and J. Rubio. Understanding and
improving operating system effects in control flow prediction. In Proceedings of the 10th Interna-
tional Conference on Architectural Support for Programming Languages and Operating Systems
(ASPLOS-X), pages 68–80, 2002.

[BP53] R. S. Chappell, F. Tseng, A. Yoaz, and Y. N. Patt. Difficult-path branch prediction using
subordinate microthreads. In Proceedings of the 29th International Symposium on Computer
Architecture, pages 307–317, Anchorage, Alaska, May 2002.

[BP54] M. Yang, G.-R. Uh, and D. B. Whalley. Efficient and effective branch reordering using profile
data. ACM Transactions on Programming Languages and Systems, 24(6):667–697, 2002.

[BP55] D. A. Jiménez. Fast path-based neural branch prediction. In Proceedings of the 36th Annual
ACM/IEEE International Symposium on Microarchitecture, pages 243–252, San Diego, CA,
December 2003.

[BP56] D. A. Jiménez. Reconsidering complex branch predictors. In Proceedings of the Ninth Inter-
national Symposium on High-Performance Computer Architecture, pages 43–52, Anaheim, CA,
February 2003.

[BP57] Z. Lu, J. Lach, M. R. Stan, and K. Skadron. Alloyed branch history: combining global and
local branch history for robust performance. International Journal of Parallel Programming,
31(2):137–177, 2003.

[BP58] L. N. Vintan, M. Sbera, I. Z. Mihu, and A. Florea. An alternative to branch prediction: pre-
computed branches. SIGARCH Computer Architecture News, 31(3):20–29, 2003.

[BP59] R. Thomas, M. Franklin, C. Wilkerson, and J. Stark. Improving branch prediction by dynamic
dataflow-based identification of correlated branches from a large global history. In Proceedings
of the 30th International Symposium on Computer Architecture, pages 314–323, 2003.

[BP60] A. Seznec. Redundant history skewed perceptron predictors: Pushing limits on global history
branch predictors. Technical Report 1554, IRISA, 2003.
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[BP61] H. Akkary, S. T. Srinivasan, and K. Lai. Recycling waste: exploiting wrong-path execution
to improve branch prediction. In Proceedings of the 17th ACM International Conference on
Supercomputing, pages 12–21, 2003.

[BP62] A. Seznec. Revisiting the perceptron predictor. Technical Report 1620, IRISA, May 2004.

[BP63] A. Falcon, J. Stark, A. Ramirez, K. Lai, and M. Valero. Better branch prediction through
prophet/critic hybrids. IEEE Micro, 25(1):80–89, 2005.

[BP64] W. C. Kreahling, D. Whalley, M. W. Bailey, X. Yuan, G.-R. Uh, and R. van Engelen. Branch
elimination by condition merging. Software—Practice and Experience, 35(1):51–74, 2005.

[BP65] D. A. Jimenez. Piecewise linear branch prediction. SIGARCH Computer Architecture News,
33(2):382–393, 2005.

[BP66] H. Kim, O. Mutlu, J. Stark, and Y. N. Patt. Wish branches: Combining conditional branch-
ing and predication for adaptive predicated execution. In Proceedings of the 38th Annual
ACM/IEEE International Symposium on Microarchitecture, pages 43–54, Barcelona, Spain,
November 2005.

[BP67] V. Desmet, H. Veerle, and K. De Bosschere. 2FAR: A 2bcgskew predictor fused by an alloyed
redundant history skewed perceptron branch predictor. Journal of Instruction-Level Parallelism,
7(4):1–11, 2005.

[BP68] E. Ipek, S. A. McKee, M. Schulz, and S. Ben-David. Perceptron based branch prediction:
Performance of some design options. Technical Report CSL-TR-2005-1043, Cornell Computer
Systems Lab, 2005.

[BP69] D. Tarjan and K. Skadron. Merging path and gshare indexing in perceptron branch prediction.
ACM Transactions on Architecture and Code Optimization, 2(3):280–300, 2005.

[BP70] D. A. Jiménez. Improved latency and accuracy for neural branch prediction. ACM Transactions
on Computer Systems, 23(2):197–218, 2005.

[BP71] C. Lai, S.-L. Lu, Y. Chen, and T. Chen. Improving branch prediction accuracy with parallel
conservative correctors. In Proceedings of the 2nd Conference on Computing Frontiers, pages
334–341, 2005.

Predication

[P1] J. R. Allen, K. Kennedy, C. Porterfield, and J. Warren. Conversion of control dependence to data
dependence. In Conference Record of the Tenth Annual ACM Symposium on the Principles of
Programming Languages, Austin, TX, January 1983.

[P2] J. Park and M. Schlansker. On predicated execution. Technical Report 58–91, Hewlett Packard
Laboratories, 1991.

[P3] S. A. Mahlke, D. C. Lin, W. Y. Chen, R. E. Hank, and R. A. Bringmann. Effective compiler
support for predicated execution using the hyperblock. In Proceedings of the 25th International
Symposium of Microarchitecture, pages 45–54, 1992.

[P4] N. J. Warter, S. A. Mahlke, W.-M. W. Hwu, and B. R. Rau. Reverse if-conversion. In Proceedings
of the ACM SIGPLAN 1993 Conference on Programming Language Design and Implementation,
pages 290–299, Albuquerque, NM, 1993.
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[P5] N. J. Warter, D. M. Lavery, and W. W. Hwu. The benefit of predicated execution for software
pipelining. In Proceedings of the 23rd International Conference on System Sciences, Hawaii, USA,
January 1993.

[P6] S. A. Mahlke, R. E. Hank, R. A. Bringmann, J. C. Gyllenhaal, D. M. Gallagher, and W. W.
Hwu. Characterizing the impact of predicated execution on branch prediction. In Proceedings of
the 27th International Symposium of Microarchitecture, pages 217–227, 1994.

[P7] G. S. Tyson. The effects of predicated execution on branch prediction. In Proceedings of the 27th
International Symposium of Microarchitecture, pages 196–206, San Jose, CA, 1994.

[P8] R. Johnson and M. Schlansker. Analysis techniques for predicated code. In Proceedings of the
29th International Symposium of Microarchitecture, pages 100–113, Paris, France, 1996.

[P9] D. M. Gillies, D. c. Roy Ju, R. Johnson, and M. Schlansker. Global predicate analysis and
its application to register allocation. In Proceedings of the 29th International Symposium of
Microarchitecture, pages 114–125, Paris, France, 1996.

[P10] D. I. August, W. m. W. Hwu, and S. A. Mahlke. A framework for balancing control flow and
predication. In Proceedings of the 30th International Symposium of Microarchitecture, pages 92–
103, Research Triangle Park, NC, 1997.

[P11] D. I. August, W.-M. W. Hwu, and S. A. Mahlke. The partial reverse if-conversion framework for
balancing control flow and predication. International Journal of Parallel Programming, 27(5):381–
423, 1999.

[P12] D. Milicev and Z. Jovanovic. Predicated software pipelining technique for loops with conditions.
In Proceedings of the 12th International Parallel Processing Symposium, Orlando, FL, 1998.

[P13] A. Eichenberger, W. Meleis, and S. Maradani. An integrated approach to accelerate data and
predicate computations in hyperblocks. In Proceedings of the 33rd Annual ACM/IEEE Interna-
tional Symposium on Microarchitecture, pages 101–111, Monterey, CA, 2000.

[P14] W. Chuang, B. Calder, and J. Ferrante. Phi-predication for light-weight if-conversion. In Pro-
ceedings of the International Symposium on Code Generation and Optimization, pages 179–190,
San Francisco, CA, 2003.

[P15] M. Smelyanskiy, S. A. Mahlke, E. S. Davidson, and H.-H. S. Lee. Predicate-aware scheduling: a
technique for reducing resource constraints. In Proceedings of the International Symposium on
Code Generation and Optimization, pages 169–178, San Francisco, CA, 2003.

Speculative Execution

Early Work

[EW1] P. Hudak and R. M. Keller. Garbage collection and task deletion in distributed applicative
processing systems. In Proceedings of the 1982 ACM symposium on LISP and Functional
Programming, pages 168–178, Pittsburgh, PA, 1982.

[EW2] F. W. Burton. Speculative computation, parallelism and functional programming. IEEE Trans-
actions on Computers, 34(12):1190–1193, 1985.
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[EW3] K. Ueda. Guarded horn clauses. In Proceedings of the 4th Conference Logic Programming,
pages 168–179, 1986.

[EW4] K. Clark and S. Gregory. PARLOG: Parallel programming in logic. ACM Transactions on
Programming Languages and Systems, 8(1):1–49, 1986.

[EW5] J. Miller. Multischeme: A parallel processing system based on mit scheme. Technical Report
TR-402, Laboratory for Computer Science, M.I.T., 1987.

[EW6] R. Soley. On the efficient exploitation of speculation under dataflow paradigms of control.
Technical Report TR-443, Laboratory for Computer Science, M.I.T., 1989.

[EW7] R. Goldman and R. P. Gabriel. Qlisp: Parallel processing in Lisp. IEEE Software, 6(4):51–59,
1989.

[EW8] A. Partridge and A. Dekker. Speculative parallelism in a distributed graph reduction machine.
In Proceedings of the 22nd Annual Hawaii International Conference on System Sciences, Vol-
ume 2, pages 771–779. 1989.

[EW9] R. B. Osborne. Speculative Computation in Multilisp. In Proceedings of the 1990 ACM Con-
ference on LISP and Functional Programming, pages 198–208, Nice, France, June, 1990.

[EW10] E. Lusk, R. Butler, T. Disz, R. Olson, R. Overbeek, R. Stevens, D. H.D. Warren, A. Calder-
wood, P. Szeredi, S. Haridi, P. Brand, M. Carlsson, A. Ciepielewski, and B. Hausman. The
Aurora or-parallel Prolog system. New Generation Computing, 7(2-3):243–271, 1990.

Post 1990’s

[P90-1] K. Kurihara, D. Chaiken, and A. Agarwal. Latency tolerance through multi-threading in
large-scale multiprocessors. In Proceedings of the International Symposium on Shared Memory
Multiprocessing, pages 91–101, Tokyo, Japan, 1991.

[P90-2] A. K. Uht, V. Sindagi, and K. Hall. Disjoint eager execution: An optimal form of speculative
execution. In Proceedings of the 28th International Symposium of Microarchitecture, pages
313–325, December 1995.

[P90-3] J. Greiner and G. E. Blelloch. A provably time-efficient parallel implementation of full spec-
ulation. In Proceedings of the Twenty-third Annual ACM Symposium on the Principles of
Programming Languages, pages 309–321, St. Petersburg Beach, FL, 1996.

[P90-4] T. H. Heil and J. E. Smith. Selective dual path execution. Technical report, University of
Wisconsin - Madison, November 1996.

[P90-5] M. Lipasti and J. Shen. Approaching 10 IPC via superspeculation. Technical Report CMU-
MIG-1, Carnegie Mellon University, 1997.

[P90-6] M. H. Lipasti and J. P. Shen. Superspeculative microarchitecture for beyond AD 2000. IEEE
Computer, 30(9):59–66, 1997.

[P90-7] M. Farrens, T. H. Heil, J. E. Smith, and G. Tyson. Restricted dual path execution. Technical
Report CSE-97-18, University of California at Davis, November 1996.

[P90-8] G. Tyson, K. Lick, and M. Farrens. Limited dual path execution. Technical Report CSE-TR-
346-97, University of Michigan at Ann Arbor, 1997.
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